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About Me

● Google Developer Expert for Machine Learning 
and Deep Learning (2017-2022)

● Deep Learning R&D :
○ Language & Dialogue systems
○ Generative Models
○ Text-to-Speech 

● MeetUp Co-organiser: 
○ "Machine Learning Singapore"

Martin Andrews
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About Red Dragon AI
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● Founded 2017

● Google Partner

● Consulting, Prototyping & Building

● Research - NeurIPS, EMNLP, COLING, NAACL

● Interactive Digital Personas 
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1. Coral Micro Dev board

2. Models for Language and Images at Google

3. Jax/Flax : A New ML Stack

Three ML Topics for Today
NEW



Coral
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The problem and a challenge
For deployment of AI at the edge, we need something 

new…

● Small enough to be easily installed everywhere 

● Use very little power to continue monitoring the 

change in scenes using a ML mode

● Upon the detection of something present in the scene, 

be able to wake up and perform high-power ML 

acceleration for another ML model right on the device

Is there anything existing that can do all of 

these?

On-Device 
Edge 
Machine 
Learning
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● Microcontroller-class device for low-power consumption 

with the Coral Accelerator Module (Edge TPU) on board

● Dual-mode application flexibility:

Includes a NXP i.MX RT 1176 crossover MCU, with ARM 

Cortex-M7 and M4 cores
○ The M4 core can run lightweight TF Lite Micro models for 

detection & triggering accelerated ML

○ The M7 core to run high-performance TF Lite models 

accelerated by the Edge TPU for enhanced ML 

performance for application needs

Coral Dev Board Micro
NEW New product launched!
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A unique capability only available on this 

new Coral Dev Board Micro product:

● Dual mode operation and two ML 

models running in tandem

What makes 
it unique?

Dev Board 
Micro starts

Cortex-M4 core
TF Micro model

People detection
(96x96, grayscale)

Cortex-M7 core
PoseNet

TF Lite model
Accelerated by 

EdgeTPU

Body segmentation
(481x353,  RGB)

Lower power
Sensor mode

Run OOBE

If person detected, 
wake up M7 core

If no person detected, 
M7 powers down, go 

back to M4 loop

Full power mode
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● Tiny form factor for wide deployment - which can be 

battery powered

● Runs FreeRTOS with multi-threaded support and 

compatibility with the Arduino SDK

● Support for the new low-powered TF Lite Micro models for 

microcontroller based ML applications

● On-board camera & microphone for vision and audio ML 

applications

○ 324x324 pixel color camera

○ 110o field of view (FoV), aperture f/2.0

Coral Dev Board Micro
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Support add-on extension boards
● Coral provides a WiFi Accessory expansion board for 

network & Internet connectivity

● Coral also provides a PoE (power over Ethernet) Accessory 

board for using network power if connected to a network

● Supports open-source connectivity standards

We encourage developers and businesses to develop many 

other application specific extension boards and accessories!

Custom expandability
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Linux required on the developer’s host machine
✔ Windows and Mac support will be added in the future

Two development paths:
✔ CMake scripts for bare C++ running on FreeRTOS
✔ arduino-cli supporting Arduino-style sketches on FreeRTOS

The out-of-the-box experience (OOBE) demo showcase 
the key capabilities:
✔ Low-power person detector model on M4 core
✔ High-accuracy PoseNet on M7 core
✔ Basic power-state control

Application development & 
software use



Large Language Models
 & Research



What is a Language Model?
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Autoregressive Language Model



Megatron
530B

PaLM
540 B

Gopher
280B

LaMDA
137 B

GPT-3
175 B

Dense LM Model Sizes



PaLM - 540 billion parameters 



PaLM Pathways

https://arxiv.org/pdf/2204.02311.pdf



PaLM State of the art results



Suddenly more capable…



6144 - TPUv4 cores

Training PaLM - TPUv4 Pods



Prompting



Suddenly more capable…



Input

Output



Chain of thought prompting
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Program Synthesis



LaMDA 



Conversational A.I.
Google Models:

Meena (2020)

LaMDA (2021)

LaMDA 2 (2022)
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● 57 Authors

● Built on a Transformer Architecture 

● Trained to mimic  Real World Conversations
● Retrieval-aided LM for Dialog

● Ask-an-expert 

● Metrics of groundedness - Truth

● 2Bn, 8Bn, 137Bn parameters

● 1.12Bn Dialogs (13.39Bn utterances)

LaMDA



https://arxiv.org/pdf/2201.08239.pdf

LaMDA



● No Paper yet

○ LaMDA (1) paper came out this year (work was done a while back)

● Most likely a bigger PaLM-style model focused on dialog

● (?) Making use of some of the better training techniques ~ Chinchilla 

● Different kinds of prompting tasks

○ "AI Test Kitchen" available for trying it out…   (YMMV)
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LaMDA 2
NEW
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Imagine It

https://aitestkitchen.withgoogle.com/

What you can do

Name a place and LaMDA will offer 

paths to explore your imagination.

What you can give feedback on:

If LaMDA generates interesting 

scene descriptions that are relevant 

to your idea.
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List It

https://aitestkitchen.withgoogle.com/

What you can do

Name a goal or topic and see how 

much LaMDA can break it down into 

multiple lists of subtasks.

What you can give feedback on:

If LaMDA generates useful lists of 

subtasks, some of which you might 

not have thought of.
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Talk About It 
(Dogs Edition)

https://aitestkitchen.withgoogle.com/

What you can do

Roll with the conversation and see 

where it goes. It’s just a fun, 

kinda-weird, open-ended chat.

What you can give feedback on:

If LaMDA, no matter what you ask it, 

keeps the conversation going while 

bringing the topic back to dogs.



Imagen
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● Imagen is an AI system that creates photorealistic 

images from input text

● Uses Text Encoders + Diffusion models for generation

● Language models use as Text Encoders

Imagen
NEW

A photo of a Corgi dog riding a 
bike in

Times Square. It is wearing
sunglasses and a beach hat.
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Imagen
NEW

https://imagen.research.google/
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Imagen

A single beam of light enter the room
from the ceiling. The beam of light is

illuminating an easel. On the easel
there is a Rembrandt painting of a

raccoon.

A majestic oil painting of a raccoon
Queen wearing red French royal gown.

The painting is hanging on an ornate
wall decorated with wallpaper.



A photo of a raccoon wearing an 
astronaut helmet, looking out of the 
window at night.

The Toronto skyline with Google brain 
logo written in fireworks.



A marble statue of a Koala DJ in front of 
a marble statue of a turntable. The 
Koala has wearing large marble 
headphones.

A robot couple fine dining with Eiffel 
Tower in the background.



Jax and Flax
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Deep Learning Frameworks: Timeline

Numpy is a library for 
the Python 
programming 
language, adding 
support for large, 
multi-dimensional 
arrays and matrices, 
along with a large 
collection of 
high-level 
mathematical 
functions to operate 
on these arrays

1995
Torch is an open-source 
machine learning 
library, a scientific 
computing framework, 
and a script language 
based on the Lua 
programming language

2002
Theano is a Python 
library and optimizing 
compiler for 
manipulating and 
evaluating 
mathematical 
expressions, especially 
matrix-valued ones.

2007
The initial release was 
March 2015, Keras is an 
open-source software 
library that provides a 
Python interface for 
artificial neural 
networks.

2015

https://en.wikipedia.org/wiki/Library_(computing)
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Array_data_structure
https://en.wikipedia.org/wiki/Array_data_structure
https://en.wikipedia.org/wiki/Matrix_(mathematics)
https://en.wikipedia.org/wiki/High-level_programming_language
https://en.wikipedia.org/wiki/High-level_programming_language
https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Function_(mathematics)
https://en.wikipedia.org/wiki/Function_(mathematics)
https://en.wikipedia.org/wiki/Open-source_software
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Scientific_computing
https://en.wikipedia.org/wiki/Scientific_computing
https://en.wikipedia.org/wiki/Script_language
https://en.wikipedia.org/wiki/Lua_(programming_language)
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Open-source_software
https://en.wikipedia.org/wiki/Open-source_software
https://en.wikipedia.org/wiki/AI_software
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Artificial_neural_network
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Deep Learning Frameworks: Timeline

Released on November 
2015, TensorFlow is a 
free and open-source 
software library for 
machine learning and 
artificial intelligence

2015
PyTorch is an open 
source machine 
learning framework 
based on the Torch 
library, used for 
applications such as 
computer vision and 
natural language 
processing, primarily 
developed by Meta AI

2016
Caffe (Convolutional 
Architecture for 
Fast Feature 
Embedding) is a 
deep learning 
framework, 
originally developed 
at University of 
California, Berkeley

2017
JAX is Autograd and 
XLA, brought 
together for 
high-performance 
machine learning 
research.

2019
Flax was originally 
started by engineers 
and researchers 
within the Brain 
Team in Google 
Research (in close 
collaboration with 
the JAX team), and is 
now developed 
jointly with the open 
source community.

2020

https://en.wikipedia.org/wiki/Free_and_open-source_software
https://en.wikipedia.org/wiki/Free_and_open-source_software
https://en.wikipedia.org/wiki/Library_(computing)
https://en.wikipedia.org/wiki/Library_(computing)
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Open_source
https://en.wikipedia.org/wiki/Open_source
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Software_framework
https://en.wikipedia.org/wiki/Torch_(machine_learning)
https://en.wikipedia.org/wiki/Computer_vision
https://en.wikipedia.org/wiki/Computer_vision
https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Meta_AI
https://en.wikipedia.org/wiki/Deep_learning
https://en.wikipedia.org/wiki/Deep_learning
https://en.wikipedia.org/wiki/University_of_California,_Berkeley
https://en.wikipedia.org/wiki/University_of_California,_Berkeley
https://github.com/hips/autograd
https://www.tensorflow.org/xla
https://www.tensorflow.org/xla


Adobe Stock#243026154

● Introduced in 2019 - Took off in 2021

● Open source framework - Moreso than TensorFlow
● Autograd - Automatic differentiation 

● Numpy on accelerators (CPU/GPU/TPU)

● XLA - Compiles native Python and Numpy code

JAX
Kinda NEW
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JAX vs Numpy



Adobe Stock#243026154

JIT : Just-in-Time compilation via Tracing

Tracing a function 

● Output depends only on inputs
● Same input always results in same 

output
● Optimization
● Fusing of Ops
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● Library on top of JAX - built for Flexibility
● A high level Neural Network API for JAX

● Same kind 'level' as PyTorch or Keras

● Allows for full reproducibility of NN models

○ Careful handling of PRNGs

Flax
NEW
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● PyTorch-style Sub-classing API
● Full set of of NN layers

● Allows for easy  building and 

training of ML models

Linen API
NEW
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● Optimizers & Losses
● Made by DeepMind

● Standard Losses and Optimizers 

written and optimized for JAX

Optax
NEW
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Getting started with Flax

https://flax.readthedocs.io/en/latest/overview.html
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1. Coral Micro Dev board

2. Models for Language and Images at Google

3. Jax/Flax : Cool New ML Stack

ML Topics Covered 



Thank you!
Resources

Head of AI : Red Dragon AI
Google Developer Expert Machine Learning & Deep Learning

        @mdda123  @mdda

@ActionsOnGoogle

GoogleDevelopers

r/GoogleAssistantDev

goo.gle/assistant-docs

goo.gle/assistant-newsletter

https://imagen.research.google/

https://ai.googleblog.com/2022/04/p
athways-language-model-palm-scal
ing-to.html

https://coral.ai/

https://github.com/google/flax

ResourcesMartin Andrews

https://imagen.research.google/
https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html
https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html
https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html
https://coral.ai/
https://github.com/google/flax

